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*Data preprocessing and text representation in Python*

As can be seen in the workflow (**Figure 1**), once network analysis was finished, a series of steps detailed below were necessary to preprocess the dataset prior to topic modeling. To represent text in data structures suitable for computational analyses we can transform it into numerical vectors. This numerical transformation is a necessary step because data mining and machine learning techniques are not properly designed to handle textual data but rather numerical data representations, or more precisely feature-based representations (see 1). Thus, a document can be represented by a list of features (terms) that can be enumerated to represent a feature space or more generally, a *vector space* (2). For example, we can represent our whole dataset as a document-term matrix. The rows represent each of our documents, the columns represent each of the words appearing in the documents (features), whereas the cells are filled with numerical values, such as the number of times a given term appears in a document. This vector space representation is called bag-of-words (BOW) because the resulting matrix is high dimensional, sparse, and this representation ignores the order as well as the syntactic and semantic information.

An alternative to BOW is using embedded models that can be represented through neural networks: a hidden layer maps words in a low-dimensional space to compute word similarity (e.g., adding vectors *Germany* and *capital* results in a vector close to *Berlin*) (3). However, embeddings tend to perform poor in domain specific words and perform well in domains where they were trained (4,5). Unfortunately, there is not an embedding model trained in the eating disorders domain. Besides its limitations, BOW representation is effective for topic discrimination (6), and works better than embeddings when the documents are very domain specific, as is the case here. Therefore, this study used a BOW approach rather than word embeddings.

Specifically, term frequency (TF) and term frequency-inverse document frequency (TF-IDF) were used for vectorization. TF vectorizer counts word occurrences within a corpus of text documents. However, some words can occur too frequently (e.g., “eating”) that can opaque more interesting terms that occurs sparsely (e.g., “objectification”). For those reasons, it is also valuable to use TF-IDF, which weights down very common terms, and the resulting weighting scheme is appropriate for further text classification and clustering. Moreover, *n-grams* were computed to capture multi-word expressions and phrases (e.g., “eating” is a unigram, whereas “eating disorder” is a bigram).

As can be intuited, some words can have different meanings depending on the context, whereas other words can have special characters due to the process of encoding text characters (glyphs) into bits, such as using Windows-1251 to encode Cyrilic characters. Moreover, some words can be irrelevant to represent a document even if they are very frequent (e.g., pronouns and articles). This can unnecessarily increase the dimensionality (number of vectors) of our vector space. For this reason, prior to the feature space construction, it was necessary to perform data *preprocessing* or, more precisely, text *normalization*.

Text mining techniques from natural language processing were used to obtain a good representation of the data (7). The steps used for text preprocessing were: tokenization (i.e., individual words), spelling correction, removing *stopwords* (i.e., pronouns, articles, etc.) (8), removing punctuations, lowercasing, and lemmatizing (i.e., transforming a word into its lemma or root: e.g., from ate to eat). For this text preprocessing process, this study relied first on the Python implementation *scispaCy*, developed by The Allen Institute for Artificial Intelligence (9). Specifically, it was used its largest pretrained model (*en\_core\_sci\_lg*), which was trained with millions of biomedical texts and it contains a vocabulary of around 785,000 terms, and 600,000 word vectors. Second, this study used GENSIM, a Python library for natural language processing designed by RARE Technologies (2). These tools were used to perform the text preprocessing tasks described above. Once the text was normalized, it was obtained what is called a *corpus*, which is an enumerated list of all terms (features) obtained after preprocessing.
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